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INTRODUCTION

• The Vehicle Routing Problem (VRP) is fundamental to logistics planning.

• It seeks the optimal set of routes for a fleet of trucks to serve a given set of 

customers subject to some constraints.

• There are many forms of VRP for example: Dynamic VRP (DVRP), VRP with 

Time Windows VRPTW, and Capacitated VRP (CVRP).

• CVRP is the most studied form of VRP where:

1. Total customer demands cannot exceed the truck capacity.

2. Customers must be visited only once.

2



MOTIVATION

• GAs are one of the methods commonly used to solve VRP.

• Special property: they operate on a population of potential solutions:
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Improves algorithm efficiency, and the probability of finding a good solution.

• Get stuck in local minima, longer time to converge with large problems

High Computational Cost!



HARDWARE

The algorithm runs entirely on a DGX-1 server:

• 8 GPUs (NVIDIA Tesla v100): each has 32 GB shared 

memory and 5,120 CUDA cores.

• Hybrid cube-mesh topology through NVLink.

Benefits of using NVLink and P2P:

• Direct data flow between the GPUs.

• Relieves the pressure on PCIe bus, the CPUs, and the 

system memory.

• Higher bandwidth and lower latency than PCIe links.
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Indirect communications might cause delays!!



RESULTS & DISCUSSION (SETTINGS)

• The execution speed in secs/generation is reported on selected benchmark problems of size 

between 420 and 20,000 nodes.

• GA parameters are taken from a previous design of experiment (DOE):
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• Population size: 20× the number of nodes n,

• Inverse mutation at a 0.3 probability,

• 1-point crossover at a 0.6 probability,

• Migration rate of 1/GPU_count of it each GPU population,

• Migration interval of 1,000 generations, and

• The demes are not synchronized at the migration time to avoid further delays

• 4 GPU arrangements were considered (1, 2, 4 & 8) as well as one parallel CPU algorithm.

Each arrangement run each problem 5 times for 5,000 generations.



RESULTS & DISCUSSION
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• The algorithm was run for 100,000 generations on the 420-node problem and got a solution gap of 
4.98% from the best-known solution in the literature.

* The problem is too big for this arrangement



RESULTS & DISCUSSION (PROFILING)
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CUDA API

GPU Kernels

• Profiling was performed on a problem 6,001 nodes:



RESULTS & DISCUSSION (PROFILING)
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Memory Transfer (time)



CONCLUSIONS

• We utilize multiple GPUs for a real-world problem that directly impacts logistics operations.

• GA and 2-opt local search are utilized for large-scale CVRP.

• Tested on different hardware arrangements (1, 2, 4, and 8 GPUs) and SIMD parallel CPU 

implementation.

• Execution speeds and profiling show that multiple GPUs have significant improvements over CPU or 

single-GPU utilization despite the communication lags between GPUs.

• We obtained a high-quality solution compared with the best-known solution in the literature for a 

problem of choice.
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FUTURE WORK

• This implementation is explicit to a specific communication topology and P2P support.

• Future work will include improvements to execute on multi-GPU clusters with varying connection 

topologies.

• Utilization of shared memory and capitalization of GPU tensor cores for math operations.
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CODE CLONING

https://github.com/MarwanAbdelatti/GA_VRP_mGPU
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https://github.com/MarwanAbdelatti/GA_VRP_mGPU
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QUESTIONS
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